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ABSTRACT: This paper is the second installment of the project, and it discusses the combination of charge transfer with 
molecule-based magnet materials. An introduction to molecule-based materials, magnetism, and conductivity is given, 
followed by an explanation of charge transfer salts (as being the inspiration for the project). An example synthesis for a 
DTDA radical as conducted by the student is shown, along with possible mechanistic steps. The choice of metals for the 
intended complexes for iodine-doping is explained. P-doping is a proposed manner of incurring conductance in metal-
radical complexes. It has the potential to prevent the dimerization that can occur through pancake bonding. Grinding 
iodine with the Ni-pyDTDA metal-radical complex and heating through DSC seems to produce a new compound, which 
suggests that this is a good screening method for p-doping of metal-radical materials. PXRD is also shown to help charac-
terize starting materials. 

Molecule design is of interest to chemists who would like 
to apply certain functionalities to their compounds. The 
chemist’s “synthetic toolkit” can be used to find chemical 
pathways for a molecule of interest, and to provide the 
functional groups and geometries to enable such charac-
teristics as conductivity, magnetism, volatility, solubility, 
luminescence, etc. Compared to bulk materials, it is easy 
to determine the purity and exact structure of molecule-
based materials using the many known spectrographic and 
analytical techniques. In this paper, the possibility of gen-
erating materials with both conductive and magnetic prop-
erties will be explored. Given a magnetic and conductive 
molecule, how does the bulk phase behave, and how can 
the possible magnetic and conductive interactions be used 
to explain key concepts about the nature of chemical bond-
ing, electricity, and magnetism? 

The term “metal-radical approach” was first used by Ca-
neschi, Getteschi, Sessoli, and Rey in 1989.1 It describes the 
use of a paramagnetic ligand to facilitate magnetic cou-
pling between two paramagnetic metal centres. The metal-
radical approach can generate molecular magnetic materi-
als that possess spontaneous magnetization below a criti-
cal temperature. 

Without the metal-radical approach, use of a diamag-
netic ligand between metal centres makes it more difficult 
to achieve a non-zero magnetic moment as this requires 
breaking symmetry. Usually, the spins of identical metals 
will oppose one another, resulting in a magnetic moment 
of zero (Figure 1) and repulsion in the presence of a mag-
netic field. Breaking symmetry is a topic of interest to or-
ganic and biological chemists, especially with regards to 

chiral structures.2,3 Also, breaking symmetry – for example 
removing an inversion centre – is explored by materials sci-
entists who want to use polarization for capacitors and ac-
tuators, and for the magnetically ordered states (antiferro- 
and ferromagnetism) that could have applications in data 
storage.5  Breaking symmetry can be accomplished by us-
ing two different metal centres, or metal centres with dis-
tinct oxidation states. Another way to break symmetry is 
by using an asymmetric ligand that exhibits unique inter-
action/orbital overlap with each metal; however, it is syn-
thetically more challenging to design and construct asym-
metric ligands compared to symmetric ligands.6 

 

Figure 1. The use of a diamagnetic ligand between two identi-
cal metal centres will most likely result in opposing spins for 
the metals and thus a magnetic moment of zero.  

The metal-radical approach allows for two possibilities 
(Figure 2); the spin states of the metals and the ligand align 
for ferromagnetic coupling (non-zero spin ground state, 
S=1), or the spin state of the metals is opposite to that of 
the spin state for the ligand for anti-ferromagnetic cou-
pling (zero spin ground state, S=0). The type of coupling is 
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thus determined by the spin ground state of the metal rel-
ative to the ligand and the symmetry of the overlapping or-
bitals.  

 

Figure 2. Use of a paramagnetic ligand can facilitate magnetic 
coupling between two paramagnetic metal centres such that 
there is a non-zero magnetic moment. The two types of cou-
pling are –Top- ferromagnetic (ground spin state is non-zero), 
and –Bottom- antiferromagnetic (ground spin state is zero). 

The chosen paramagnetic ligands for this work are thia-
zyl radicals, which contain –[S•=N]-.7,8 Another group of  
paramagnetic species is based on the nitroxyl radical =[N-
O•], but nitroxyl radicals do not coordinate well to metal 
centres compared to thiazyl radicals.9,10 Instead, nitroxyl 
radicals are used mainly for oxidation studies, spin-label-
ling, catalysis, and electrochemistry.11,12 Examples of ni-
troxyl radicals are in Figure 3. Comparing the physical 
properties of NO versus SN, which are isoelectronic ana-
logues of one another, NO is a colourless gas and SN can-
not be isolated in the gas phase except at low tempera-
tures.7,8 With regards to reactivity, SN can form polymers 
and heterocycles of various sizes, but NO does not catenate 
easily.7,8 Poly(sulphur nitride) exhibits metallic and super-
conducting properties, and so thiazyl radicals are likely a 
good starting material for imparting molecules with mag-
netism and conductivity.    

Thiazyl radicals are not air- or moisture-stable; however, 
they are stable in the solid state and in dry organic solvents. 
Stable here means that the radicals can be stored in an in-
ert atmosphere without decomposing or undergoing some 
form of self-reaction.7 To work with these compounds, 
knowledge of Schlenk line and glovebox techniques, as 
well as air-sensitive sample preparation techniques, are 

needed. Some examples of thiazyl radicals are in Figure 4. 
The main thiazyl radicals of interest for this research are 
based on the 1,2,3,5-dithiadiazolyl moiety, which will 
henceforth be shortened to DTDA.  

 

Figure 3. Some examples of organic nitroxyl radicals.12 (A) 
2,2,6,6-tetramethylpiperidinyloxyl or TEMPO, (B) TEMINO, 
(C) diacylnitroxyl or phthalimide-N-oxyl (PINO) radical, (D) 
di-tert-butylnitroxyl, and (E) N,N-diphenylnitroxyl. 

 

Figure 4. Examples of thiazyl radicals as pertaining to this 
work. Note the common DTDA heterocycle present in each. 
(A) 4-phenyl DTDA or phDTDA, (B) 4-(benzoxazol-2'-yl) 
DTDA or boaDTDA, and (C) 4-(2'-pyridyl) DTDA or pyDTDA. 

Synthesis of DTDA radicals can be achieved using a ni-
trile R group precursor (Scheme 1). For example, to make 
4-(2'-pyridyl) DTDA or pyDTDA, the starting material is 2-
Pyridinecarbonitrile. Last semester, the student completed 
the synthesis of the benzoxazole DTDA or boaDTDA. This 
semester, the student synthesized pyDTDA using the 
known procedure18, as it was necessary to use for measure-
ments of radical starting materials.  



  

 

Scheme 1. Synthesis of the DTDA heterocycle starting 
from the nitrile precursor. Examples of R can be 
pyridyl, phenyl, and benzoxazole. Me = CH3. 

 
 

The radical synthesis was performed under inert argon 
atmosphere using a Schlenk line. All solvents used in the 
radical synthesis were from the solvent purification system 
(SPS) in the Preuss lab, which ensured that the solvents 
were dry. 2-pyridinecarbonitrile (2.7836g, 26.73mmol) and 
lithium bis(trimethylsilyl)amide ethoxyethane 
(LiN(Si(CH3)3)2•Et2O, 6.2980g, 26.08mmol) were mixed for 
3 hours in toluene to give a clear, yellow solution. Trime-
thylsilyl chloride (Si(CH3)3Cl, 3.3mL, 25.83mmol) was 
added to the solution, which subsequently turned opaque 
yellow. This solution was gently heated overnight, filtered 
to remove LiCl, and then the solvent was evaporated to af-
ford a yellow/green-brown oil. The crude amidine was dis-
tilled (5.4570g, 16.16mmol, 62.59% yield) and then reacted 
with excess sulphur monochloride (S2Cl2, 5.2mL, 65mmol) 
in acetonitrile to produce the chloride salt (crude yield 
>100%, 3.7580g, 17.26mmol).  Lastly, the crude chloride salt 
(3.7430g, 17.19mmol) was reacted with a half-equivalent of 
triphenyl antimony (SbPh3, 3.0549g, 8.652mmol) in ace-
tonitrile for a dark black solution. This solution was filtered 
to obtain the radical, which was sublimed at 80°C to give 
dark green crystals (sublimed yield 10.92%, 0.3420g, 
1.877mmol). A proposed mechanism for this synthesis is 
shown Figures 5-7. 

The synthesis of the chloride salt (Figure 6) requires an 
excess of sulphur monochloride and, for reasons yet to be 
discovered, does not proceed in a stoichiometric fashion. 
The crystal structure for this chloride salt is interesting in 
that the chloride exhibits both covalent and ionic bonding 
characteristics. The covalent bonding nature may explain 
why the chloride salt is partially soluble in organic, non-
polar solvents. As shown in Figure 7, the reduction of the 
chloride salt uses a half-equivalent of SbPh3, because SbPh3 
is a two-electron oxidizing agent and has stable oxidation 
states of III and V.  
 

 

 

Figure 5. Starting from the nitrile, shows the proposed mech-
anism for the synthesis of the pyridyl amidine.  

 

Figure 6. Starting from the pyridyl amidine, shows the pro-
posed mechanism for the synthesis of the chloride salt.  
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Figure 7. Starting from the chloride salt, shows the proposed 
mechanism for the synthesis of the pyridyl DTDA radical.  

DTDA is a five-membered, planar ring with 7π electrons 
that are resonance stabilized.7 The singularly-occupied 
molecular orbital (Figure 8) or SOMO for this moiety is lo-
cated in a π* (pi-antibonding) orbital, and its contributions 
are from the two sulphurs and two nitrogens (there is a 
node that goes through the carbon atom, preventing it 
from contributing to the SOMO).7 Since there is a node go-
ing through the carbon atom, it cannot make an irreversi-
ble sigma bond to another nearby DTDA heterocycle (such 
that the paramagnetic ligand would then become diamag-
netic).  

 

Figure 8. The 1,2,3,5-dithiadiazolyl moiety (DTDA) showing 
the distribution for the SOMO, where there is a node that goes 
through the carbon atom. DFT calculations (not this work) 
performed using B3LYP and a 6-31G(d,p) basis set. See refer-
ence 8. 

Although the carbon cannot directly cause or contribute 
to dimerization, there is a well-established phenomenon 
called pancake bonding or pi-stacking that can result in di-
merization (read: diamagnetic ligand) for DTDA radicals.13 
Pancake bonding for DTDA has several orientations de-
pending on the R group7 (see Figure 9), but the most com-
mon is the cis-cofacial bonding mode. Upon dimerization, 
the intermolecular distance for planar paramagnetic spe-
cies is usually less than the sum of the van der waals radii 
(2.8-3.3Å).  

 

Figure 9. Pancake bonding modes for DTDA moieties, where 
proper orbital overlap, intermolecular distances, and orienta-
tion are required.7 

The important difference between pancake bonding and 
regular sigma bonding is that pancake bonds are reversi-
ble.13 Hence, for some species such as the transition metal 
complex Mn(II)(hfac)2pyDTDA (Figure 10), there exists a 
monomer-dimer equilibrium that is thought to be influ-
enced by the temperature of the solution.14 Note: hfac is the 
hexafluoroacetylacetonato ligand (see later discussion). 
The dimerization that occurs between metal-radical com-
plexes is a hindrance to conductivity (in that the radicals 
from neighbouring paramagnetic ligands form an electron 
pair and cannot facilitate charge transfer) and magnetism 
(the ligand can no longer facilitate magnetic coupling be-
tween the metal centres).  

 

Figure 10. The crystal structure for Mn(II)(hfac)2pyDTDA from 
reference 14 that exists as a dimer in the solid state, where hfac 
is 1,1,1,5,5,5-hexafluoroacetylacetonato-. The closest intermo-
lecular contacts (dotted lines) are 3.043 and 2.995Å.  
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Typical transition metal-radical complexes found in the 
Preuss group appear as in Figure 10. Other metals that have 
been used include Ni(II)15, high-spin Fe(II)15, Co(II)16, and 
Cu(II)14. The pyDTDA versions of these metal-radical com-
plexes are dimerized in the solid state for Mn(II) and 
Cu(II),  but not for Co(II), Ni(II), or Fe(II). The iron 
pyDTDA complex, however, is unstable and undergoes 
thermal decomposition.15 For metal-radical complexes, the 
hfac ligand has two main purposes: (1) the fluorines are 
electron withdrawing groups that cause the metal centre 
to become a hard lewis acid, thus facilitating hard-hard in-
teractions between the metal and the bidentate nitrogen 
pocket that is found in the boaDTDA and pyDTDA radi-
cals. The hard metal is therefore less likely to form interac-
tions with the sulphur groups of the DTDA heterocycle. (2) 
The fluorines are non-polarizable and do not exhibit strong 
F-F interactions. The London dispersion intermolecular 
forces are a lot lower for hfac than its hydrogen equivalent 
acetylacetonate (acac), which provides the metal-radical 
complexes with properties such as solubility and volatility. 
These properties are important for the sublimation tech-
nique that is used to purify and generate crystals for metal-
radical complexes.  

The main goal of this project is to explore the possibility 
of generating a metal-radical complex with both conduc-
tive and magnetic properties, and to see how these proper-
ties interact. Since pancake bonding can cause serious is-
sues for both of these aspects, a way to prevent the dimer-
ization is henceforth discussed.  

Similar to the Jahn-Teller distortion17, a Peierls distortion 
is an energy gain that results from a reduction in symmetry 
(removal of degenerate states). The cause of a Peierls dis-
tortion is that a 1D chain of equally spaced, half-filled con-
stituents is unstable. Robert Haddon originally predicted 
that organic radical species could conduct like metals (for 
example sodium, which has one valence electron). Instead, 
these radicals undergo Peierls distortion and dimerize, 
similar to the pancake bonding that is observed for metal-
radical complexes. The most basic example of Peierls dis-
tortion occurs with hydrogen atoms (Figure 11). Hydrogen 
exists as a dimer, because there is an energy gain from di-
merization.  

 

Figure 11. The Peierls distortion causes hydrogen to become a 
dimer, and could explain why some DTDA moieties undergo 

pancake bonding. The basis of this distortion is that a 1D chain 
of equally-spaced, half-filled constituents is unstable.  

In the solid state, the distribution of orbital energies for 
a given compound can be thought of as a band, where we 
have the lower conducting band and the higher valence 
band (Figure 12). For a metal, the valence band is partially 
full and allows for electrons to move freely and facilitate 
conductivity. For a semi-conductor, there is a small energy 
gap (band gap) of 0.5-3eV (electron volts). Under the ap-
plication or possession of thermal energy, the electrons in 
the conduction band of a semi-conductor can be promoted 
to the conduction band to facilitate conductance. Lastly, 
an insulator has a large band gap (~6eV), and few electrons 
have enough thermal energy to be promoted to the con-
ductance band.  

 

Figure 12. Band theory for metals, semi-conductors, and insu-
lators with example materials and applicable band gaps 
shown. CB = conductance band, VB = valence band.  

Doping can also be explained using band theory, and the 
two types are n-dopants and p-dopants (Figure 13). An n-
dopant becomes oxidized and reduces a material, generat-
ing a higher population of electrons in the conductance 
band. A p-dopant becomes reduced and oxidizes a material 
such that electron holes form in the valence band. Notice 
that a p-doped semi-conductor has a similar appearance to 
the band structure of a metal as in Figure 12. 

 

Figure 13. Band theory for n- and p- type dopants with exam-
ples shown. CB = conductance band, VB = valence band.  



  

 

Band theory can also be used to help explain a Peierls 
distortion and how it might be prevented (Figure 14). Using 
a p-dopant for the radical species might prevent a Peierls 
distortion by lessening the energy gain from dimerization. 
A charge density wave (CDW) is the periodic modulation 
of charge density in a crystal lattice that is caused by the 
distribution of electrons. The CDW can be approximated 
by the equation: 

ݕ = ݊ߨ2ݍ)݊݅ݏܣ +  (݌
Where A is the amplitude of the sine wave, q is the electron 
filling, n is the integer value representing the radical, and 
p is the phase shift. 

The impact of dimerization, where the electron filling is 
1/2, can be seem in the CDW in Figure 14. Upon doping, the 
CDW will change as the distribution of the radicals is no 
longer uniform. For example, if we use a p-dopant such 
that the filling is less than 1/2 – 1/4 or 3/8 – full, the CDW 
looks more like in Figure 15. 

 

Figure 14. A band theory representation of a Peierls distortion. 
The leftmost part of the figure shows a 1D chain of radicals, 
which dimerize as per the right-hand side to give a band gap. 
The radicals can also be thought of as components of a charge 
density wave, explained in the text. 

 

Figure 15. Charge density waves (CDW) can be used to explain 
the distribution of electrons in a lattice. The top CDW is for a 
valence band that is exactly half full, and there is a dimeriza-
tion that occurs as seen with Peierls distortion. With filling 
that is no longer 1/2, the modulation of the lattice with respect 
to charge density changes. The 1/4 filling appears as a 1:3:1 re-
peat, and the 3/8 filling appears as a 1:2:3:2:1 repeat. 

Materials exhibit changes in conductivity differently de-
pending on their band structure. Conductivity (σ) is de-
scribed by the equation: 

ߪ =  ߤ|݁|݊
Where n is the number of charge carriers, e is the charge 
of the electron in coulombs (1.602x10-19C), and μ is the mo-
bility of the charge carriers.19  For a metal, the number of 
charge carriers is high, and the limiting factor for conduc-
tivity is the charge mobility. The mobility for charge carri-
ers in metals decreases with increasing temperature, be-
cause the number of electron-phonon collisions increases 
(thus reducing charge mobility). For a semi-conductor, the 
number of charge carriers is the limiting factor for conduc-
tivity. The number of charge carriers increases with in-
creasing temperature, due to the promotion from the va-
lence to the conduction band. Another way to increase the 
conductivity for a semi-conductor is to use dopants (which 
can also be referred to as impurities) that either provide 
electrons or holes (Figure 13). In the case where the tem-
perature of a semi-conductor is increased, the number of 
charge carriers (n) can be described by: 

݊ =
݊଴

݁
ா

௞ಳ்
 

Where n0 is the total number of electrons, E is the activa-
tion energy in electron volts needed to promote an elec-
tron to the conduction band, kB is the Boltzmann constant, 
and T is the temperature in Kelvin. Note the “e” here refers 
to the irrational number and not the elementary charge. In 
increasing the temperature of a semi-conductor, the rela-
tionship is that the number of charge carriers, and thus the 
conductance, increases with increasing temperature. 

The behaviour of an insulator with respect to tempera-
ture is the same as a semi-conductor, except the magnitude 
of conductivity is much lower. Since the band gap for an 
insulator is much larger than for a semi-conductor, the 
value for E is larger and the value for n is relatively smaller 
(resulting in lower conductivity). Typical conductivity val-
ues are 103-106 Siemens/cm for metals, 10-3-102 Siemens/cm 
for semi-conductors, and less than 10-7 Siemens/cm for in-
sulators. 

Organic compounds are generally not thought of as good 
conductors; however, a class of conductive organic com-
pounds are known and these compounds are called charge 
transfer (CT) salts. The first example of an organic metal – 
that is, a compound whose conductivity decreased with in-
creasing temperature – was tetrathiofulvalene (TTF) and 
tetracyano-p-quinodimethane (TCNQ) as shown in Figure 
16.20 For long-range conduction, the important factor is 
thought to be the separate, alternating stacks.19 TTF is a pi-
electron donor, whereas TCNQ is a pi-electron acceptor. 
The donor stacks seen in Figure 16 are capable of transfer-
ring some charge to the acceptor stacks, which produces a 
partially occupied, pi electron band.19 Since this is a partial 
charge transfer, the compounds are not exactly half-filled 
and do not dimerize, as seen by the equal spacing between 
the constituents. 



  

 

 

Figure 16. The crystal structure of TTF-TCNQ (image taken 
from reference 21). Image A shows the orthogonal view along 
the stacking b-axis, and image B shows the orthogonal view 
along the direction at right angles to the (bc)-plane of TTF-
TCNQ. The space group for this structure is P21/c.21  

In order to procure conductivity in DTDA radical species 
and metal-radical complexes, the proposed method is by 
using a dopant to facilitate partial charge transfer. This 
method was used successfully in Oakley’s group for the 1,4-
phenylene-bis(dithiadiazolyl) diradical as seen in Figure 17, 
where iodine is used as a p-dopant to prevent dimerization 
and facilitate charge transfer.22 This compound shows 
semi-conductor behaviour below 200K, as its conductivity 
increases with increasing pressure.22 From 210K until de-
composition, the compound exhibits weak metallic con-
ductivity.22 The highest conductivity for this compound 
was 100 Siemens/cm at 350K, and under the application of 
pressure (1.5GPa) the conductivity increases by a factor of 
approximately 4.22 This increasing conductivity with in-
creasing pressure is known in other metallic species such 
as hydrogen.  

The phenyl DTDA (phDTDA) radical was also doped 
with iodine, as seen in Figure 18.23 However, this com-
pound forms the triple-decker salt [phDTDA]3

+[I3]-, where 
each phDTDA has a charge of 1/3+.23 The CDW for a 1/3 
filled band shows groups of three, as in Figure 18, rather 
than the evenly spaced constituents that are desired for a 
charge-transfer salt. Synthesis of either the phDTDA and 
iodine, or diradical version with iodine, can be accom-
plished by co-subliming the species in an evacuated glass 
tube.22,23  

This project involves the investigation of using iodine as 
a p-dopant for metal radical materials, as was accom-
plished with Oakley’s group, to generate charge-transfer 

complexes. First, the materials must be screened to deter-
mine which ones are suitable for doping. Previous charge 
transfer salts rely on the reversibility of oxidation and re-
duction states between the compounds involved as to fa-
cilitate charge transfer. Therefore, the metal-radical com-
plexes must also be able to undergo reversible redox pro-
cesses to enable conductance.  

 

Figure 17. Crystal structure for 1,4-phenylene-bis(dithiadia-
zolyl) diradical when doped with iodine in a 1:1 molar ratio. 
Notice the even spacing means that the radicals did not un-
dergo dimerization. Iodine (purple), nitrogen (blue), sulphur 
(orange), carbon (white), and hydrogen (small white). 

 

 

Figure 18. The crystal structure for [phDTDA]3[I]3 –Top- with 
the same colour scheme as in Figure 17, and –Bottom- CDW 
as predicted using the formula with a q value of 1/3. 

The metals mentioned for pyDTDA complexes (Fe(II)-
hs, Ni(II), Mn(II), Cu(II), Co(II)) have been tested for their 
redox processes previously in the Preuss group using cyclic 
voltammetry (CV). Of these metals, Ni(II), Mn(II), and 
Co(II) show potentially reversible oxidative processes. Last 
semester, the student synthesized the metal starting mate-
rials (M(hfac)2(THF)2, where M = Ni, Mn, Co), according to 



  

 

Scheme 2. The synthesis of the metal-radical complex from 
the metal precursor and the radical is discussed in refer-
ences 14, 15, and 16.   
Scheme 2. The overall synthesis for a metal precursor 
for metal-radical complexes. First, the metal is coor-
dinated to hfac (hexafluoroacetonato) in an aqueous 
environment, followed by a reaction in dry solvent 
and coordination to tetrahydrofuran (THF). 

 

 
The CV data for Ni(II) is shown in Figure 19, and the crys-

tal structure for this complex (Ni(hfac)2pyDTDA) is shown 
in Figure 20. Looking at the red curve (applied oxidative 
potential), when the complex loses electrons, there is a 
peak at 1.36V. Upon the re-reduction process, there is a 
peak at 1.01V. Since these peaks do not occur at the same 
potentials, this process is not electrochemically reversible 
(difference of 350mV). However, the peak areas are approx-
imately equal, and so the process is likely chemically re-
versible. It also means that the complex does not compose 
under oxidation, which is important if the complex is to 
facilitate charge transfer with iodine. 

 

Figure 19. CV data for Ni(hfac)2pyDTDA complex from refer-
ence 15. Measurements were performed at room temperature 
in CH2Cl2 using 0.05M nBu4NPF6 as a supporting electrolyte, 
with a scanning rate of 0.5 Volts/second. 

Since there are metals and radicals present in the com-
plex, the redox properties of the metal precursors 
(M(hfac)2(THF)2) were also tested using CV to see whether 
the metal or the radical is likely to be affected by redox pro-
cesses as part of a complex. For the Ni metal precursor, no 
redox processes were observed in the solvent window un-
der similar conditions as run for the metal-complex.15 This 
observation makes chemical sense, as Ni(II) is a stable oxi-
dation state, and fewer Ni compounds are seen with oxida-
tion state I or III. Furthermore, this result implies that the 
oxidation process observed in Figure 19 is an oxidation of 
the radical species from [pyDTDA]• to [pyDTDA]+.  

 

Figure 20. Crystal structure for the Ni(hfac)2pyDTDA com-
plex. Fluorine (pink), nitrogen (blue), sulphur (orange), nickel 
(green), oxygen (red), carbon (grey), hydrogen (small grey).  

The cobalt complex14 is similar to the nickel complex, in 
that there is a chemically reversible, yet electrochemically 
irreversible, oxidation process (Figure 21). The cobalt metal 
precursor also does not show any redox processes in the 
range -1.5-2.0V; therefore, the complex does not decom-
pose under oxidation and most likely changes from [CoI-

IDTDA•] to [CoIIDTDA+]+.14  

 

Figure 21. CV data for Co(hfac)2pyDTDA from reference 14. 
Measurements performed as in Figure 19.  



  

 

The manganese complex is somewhat more complicated 
with regards to CV data (Figure 22). For Figure 22a, the ox-
idative sweep is limited to 1.50V, and a chemically reversi-
ble oxidation is seen as with the Ni and Co complexes. This 
CV shows that [MnIIDTDA•] is oxidized to [MnIIDTDA+]+ 
without decomposition. For Figure 22b, the oxidative 
sweep is extended to 2.50V, and three peaks are seen. The 
first one-electron oxidative peak is a result of the DTDA, 
and the second one-electron oxidative peak is the oxida-
tion of the manganese from Mn(II) to Mn(III). However, 
the [MnIIIDTDA+]2+ species likely undergoes a rearrange-
ment to the more stable [MnIVDTDA•]2+ complex. The 
third peak, on the returning reduction sweep, is approxi-
mately the area of the first two oxidative peaks combined. 
Thus, it is likely the two-electron reduction back to the 
original neutral complex [MnIIDTDA•]. No decomposition 
is observed for this compound.14 

 

 

Figure 22. CV data for Mn(hfac)2pyDTDA from reference 14. 
Measurements performed as in Figure 19. Part a shows the ox-
idative sweep in the range -0.85-1.50V, and part b shows the 
oxidative sweep in the range -1.25-2.50V. 

The last piece for explanation as a precursor for this pro-
ject is the use of iodine as a dopant. Since previous work by 
Oakley has shown the successful use of iodine in making 
CT compounds with DTDA radical species, it is a good 
starting dopant to use with metal-radical complexes in-
volving DTDA. Iodine can exist as I-, I3

-, and I2, and is also 
an easy compound to work with compared to other halo-
gens. It is a solid at room temperature, and is easily purified 
through sublimation (Figure 23).  

Rather than co-sublime iodine with the metal-radical 
complexes to afford doping, the project involves grinding 
the iodine with metal-radical complexes already available 
in the glove box using a mortar and pestle. This is a much 
faster technique that does not require a lot of material or 
skill with sublimation. Techniques for determination of 
successful doping include differential scanning calorimetry 

(DSC) and powder x-ray diffraction (PXRD). For this pro-
ject, the student used these two techniques to characterize 
radical starting materials and to observe the changes 
caused by adding iodine as a p-dopant.  

An important aspect of the DSC technique is that it in-
volves heating the sample. It is thought that the heating 
might be able to mimic the sublimation technique, and ac-
counts for the need for heating if it is necessary for success-
ful iodine doping. A brief discussion on DSC and PXRD 
theory is now given. 

 

Figure 23. Iodine sublimation attached to the Schlenk line. 
Use of a heat gun enables the iodine to sublime and crystals 
form on the cold finger.  

For PXRD, a filament in a cathode ray tube is heated to 
produce electrons. These electrons are accelerated towards 
a “target” (not the sample) by applying voltage (on the or-
der of 30,000V) until the electrons have the energy neces-
sary to eject inner shell electrons from the 1s level. Elec-
trons in higher orbitals (i.e. 2p, 3p) immediately relax back 
to the 1s level, and emit photons with wavelengths on the 
order of 10-10m (x-rays!).19 The target can be made of Cu, Fe, 
Mo, Cr, etc. The resulting x-rays from the target are wave-
length specific depending on the sizes of the energy levels. 
For example, using Cu generates two main x-ray wave-
lengths of 1.5418Å and 1.3922Å, called Kα and Kβ, that rep-
resent the relaxation from the 2p -> 1s and 3p -> 1s energy 
levels respectively.19  

PXRD can be compared to the diffraction of light by a 
grating, which is 1D whereas PXRD is a 3D process. A grat-
ing consists of evenly spaces grooves in a material (such as 
glass). As the light hits these grooves, it is diffracted at a 
certain angle relative to the groove angle. The combination 
of two diffracted wavelengths that are in phase causes con-
structive interference (wave grows larger). Conversely, two 
waves that are exactly out of phase will cancel one another 
out through constructive interference. Wavelengths that 
are not in or out of phase result in less intense diffracted 
beams.  

To get the PXRD diffractogram (not spectrum), the x-
rays are collimated and directed at the sample. The inten-
sity of the reflected x-rays from the sample is measured as 
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a function of incident angle. A peak is a result of construc-
tive interference that occurs when the incident x-ray hits 
the sample and satisfies the Bragg equation. The Bragg 
equation is based on a model for how a crystal lattice dif-
fracts light: 

݊
ߣ
=  ߠ݊݅ݏ2݀

Where n is a positive integer, λ is the incident wavelength, 
d is the separation distance between the aligned planes of 
the lattice, and ϴ is the incident angle. 

PXRD is beneficial for this project in that it allows for the 
sampling of air-sensitive materials. The diffractogram is 
unique for each compound, as each crystal lattice refracts 
light uniquely. The analyte is carefully ground and poured 
into a capillary tube inside the glovebox. The capillary is 
temporarily sealed with vacuum grease until it is removed 
from the glovebox, after which the glass capillary is it 
flame-sealed. The quality of the PXRD diffractogram is de-
termined by how well the sample packs in the capillary, 
and by the crystalline content of the material. The PXRD 
machine used for this project is depicted in Figure 24. 

 

Figure 24. PXRD machine (nickname “Panda”) used for sam-
ple measurement, set up with a spinning capillary tube in the 
centre for the sample. The right “arm” of the machine is capa-
ble of rotating to measure the diffracted x-rays for the angle 
range specified.  

The student used PXRD from 4-40° to collect the spectra 
for starting materials. The idea here is to know what the 
individual components look like, such that the doped ver-
sions with iodine can be distinguished from an “admix-
ture”, or an overlap of both compounds, in the diffracto-
gram. Instead, a new compound has hopefully formed, and 
new peaks are present in the diffractogram.  

After performing PXRD of iodine, the student did not see 
any peaks for the diffractogram. A second PXRD attempt 
was made on a freshly sublimed/ground sample of iodine, 
but the results did not change. Since iodine was difficult to 
grind up, it may have packed poorly in the capillary. In-
stead, the PXRD was calculated (Figure 25) in the program 
Mercury using a single-crystal structure file (CIF) for I2, 
which the student downloaded from the Crystallography 
Open Database.24 The student completed successful PXRD 
analysis on phDTDA (Figure 26), pyDTDA (Figure 27), and 
Ni(hfac)2pyDTDA (Figure 28). The same method was used 

to measure the presented samples: scan step size 0.003283, 
10967 sample points, with 18.87 as time per step, and a di-
vergence slit of 0.10mm. An attempt to measure previously 
co-sublimed iodine and phDTDA was made, but this dif-
fractogram was very poor and had a high noise content 
(Figure 29). 

 

Figure 25. Calculated PXRD diffractogram for iodine (I2). Pro-
gram used was Mercury. Original paper for crystal structure is 
reference 24.  

 

Figure 26. Diffractogram for phDTDA radical from AM-5-88.  

 

Figure 27. Diffractogram from student’s sample of pyDTDA 
radical (JG-1-18). 
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Figure 28. Diffractogram for Ni(hfac)2pyDTDA complex from 
NH-6-86a. Note first sample decomposed (was exposed to 
air), and so this is a repeat.  

 

Figure 29. Attempted diffractogram for cosublimed iodine and 
phDTDA sample from AM-3-47. Possible explanations for the 
poor results are improperly ground sample, decomposed sam-
ple, improper use of equipment (filters, alignment, etc.), and 
poor packing. 

Next, the methodology and use for determining success-
ful doping for DSC will be discussed. DSC works by simul-
taneously heating a sample pan and a reference pan. The 
heat flow needed raise (or lower) the temperature of the 
sample pan relative to the reference is measured as a func-
tion of changing temperature. For crystalline materials, 
two types of peaks are usually observed representing phase 
changes for the compound, where a peak pointing down is 
an endothermic process (melting, sublimation, evapora-
tion) that requires energy and a peak pointing up is an ex-
othermic process (recrystallization, condensation) that 
gives off energy relative to the empty pan. 

DSC can also be catered to air-sensitive materials, such 
that a T-zero hermetically sealed pan (Figure 30) can be 
pressed to contain the sample inside of the glovebox. The 
sample can then be measured without exposure to air. 
Only 2-5mg of sample is needed for measurement, and so 
large scale synthesis is not required for thermal character-
ization. The instrument is shown in Figure 31. 

 

Figure 30. T-zero aluminium hermetically-sealed pan (left) 
and lid (right) for DSC measurement of air-sensitive materials.  

 

Figure 31. DSC Q2000 TA Instrument as used for thermal anal-
ysis of iodine-doped radicals and metal-radical complex. Pic-
ture from Professor Dmitriy Soldatov’s website. 

Reference pans for this work were pressed inside the 
glovebox. All heating and cooling cycles were performed at 
a rate of 5°C/minute. The DSC of iodine was performed by 
the student (Figure 32). This experiment was repeated mul-
tiple times in an attempt to discern the cause of the exo-
thermic peaks around the melting point of iodine (113°C). 
The expected thermogram should show a melting peak 
(endotherm – pointing down) at ~114°C, and a sublima-
tion/evaporation peak (endotherm – pointing down) at 
~184°C. It is now thought that the iodine is reacting with 
the aluminium sample pan to cause the weird exothermic 
peaks, and so the DSC measurement for iodine could be 
conducted in copper, gold, graphite or alumina instead as 
a reference (with note that only Cu pans can be hermeti-
cally sealed).  

The student also performed DSC measurements of com-
pounds according to Table 1 below. Note all samples were 
ground prior to analysis. Iodine was ground in a 1:1 molar 
ratio where indicated. Unless otherwise specified, samples 
where heated and cooled for three cycles, starting with a 
cool to -85°C followed by a heating phase to 230°C at 
5°C/min. 
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Table 1. DSC experiments as completed by the stu-
dent. Key: m.p. = melting point (endotherm), subl. = 
sublimation (endotherm), cryst. = crystallization (ex-
otherm). Peak maxima are given for the first heating 
cycle of each compound.  

Compound Notes (1st heating cycle) 
Iodine 
Both as I2 sublimed single 
crystal and ground sample 

m.p 113°C, subl. 189°C 

pyDTDA AM-5-88 subl. 118°C 
phDTDA JG-1-18 3 subl. 109, 127, 130°C 
[I][phDTDA] ground subl. 170°C, cryst. 183°C 
[I][pyDTDA] ground 2 subl. 168, 171°C, cryst. 

191°C 

Ni(hfac)2pyDTDA  
NH-6-86a 

subl. 188°C 

[I][Ni(hfac)2pyDTDA] 
ground 

subl. 192°C, subsequent 
start of cryst. 

 

 

Figure 32. Thermal profile for iodine upon heating to 230°C 
from -85°C. The exotherms surrounding the melting point are 
thought to be a result of reaction with the aluminium pan. 

 
Figure 33. Example heating profile for phDTDA radical.  

The DSC plots themselves do not afford great insight un-
less scrutinized, and so a discussion will be made here in-
stead of trying to show the various heating and cooling 
events in detail. Starting with the radical species, phDTDA 
and pyDTDA, these compounds exhibited sublimation 
points at 118°C for phDTDA and 109, 127, and 130°C for 
pyDTDA. The triple peak for pyDTDA may indicate the 
presence of impurities in the sample; this phenomena was 
repeatable for three separate runs of the same compound. 
Upon cooling, the radicals exhibited “supercooled” peaks 
(which appear as loops in the DSC plot). These indicate 
that the compound did not manage to reform as a solid. 
The student attempted to reform the solid by allowing the 
sample to sit at 0°C for 1hr in between cycles, but this did 
not improve the results. However, for one sample that was 
lower in mass (1.5mg), a proper recrystallization peak was 
observed (pyDTDA 62°C exotherm). The fact that the sam-
ples are under pressure is therefore thought to contribute 
to the sample’s inability to reform completely as a solid. 

The next samples that were analyzed involve grinding io-
dine as a 1:1 molar ratio with pyDTDA and phDTDA in the 
glove box using a mortar and pestle. These samples did not 
show sublimation points at the temperatures of the radical 
starting materials. Nor did the melting point of iodine ap-
pear in these plots. Instead, the observed sublimation 
peaks (endotherms) were at higher temperatures for the 
materials that were ground with iodine. Specifically, on the 
heating cycle for phDTDA and iodine, an endotherm was 
observed at 170°C. On the heating cycle for pyDTDA and 
iodine, two endotherms were seem at 168°C and 171°C, 
which is approximately the temperature difference (3°C) 
seen for two of the sublimation peaks of the radical. For the 
first heating cycle, the radical/iodine ground samples ex-
hibit a wide exotherm following the sublimation peaks. In-
terestingly, for all samples ground with iodine, no form of 
recrystallization or sublimation peaks were present in the 
DSC following the first heating cycle. This lack of data is 
taken to mean that a new compound has formed, and re-
quires a higher temperature in order for a subsequent 
melting/sublimation peak to be observed.  

For the Ni(hfac)2pyDTDA complex, this compound has a 
sublimation peak that is very close to the sublimation of 
iodine. This factor might make it difficult to separate the 
two in a combined sample. However, the ground metal-
radical complex with iodine shows similar behaviour to the 
radical and iodine ground sample. There is an endotherm 
for sublimation, followed by the start of a wide exotherm, 
and finally no other peaks are seen in subsequent heating 
and cooling cycles. This sample should be heated to a 
higher temperature to see if another, iodine-doped com-
pound has been made with a distinct thermal profile.   

Other work that was attempted by the student was to 
reproduce a thermogram for a cosublimed iodine and 
phDTDA sample (made by a previous student). However, 
the only evidence that this compound was successfully 
synthesized was IR, and PXRD did not show any helpful 
information. The student decided that this compound was 
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not suitable as a reference and may have decomposed or 
altered composition/structure/crystallinity since it was 
made. 

In conclusion, the work for the project of using iodine as 
a dopant for metal-radical materials has been outlined, and 
the current progress with regards to characterizing the ma-
terials using DSC and PXRD has been explained. Since the 
radical and metal-radical complex that were tested show 
different thermal profiles under DSC than their starting 
materials, the next step should be to synthesize more 
Ni(hfac)2pyDTDA complex and co-sublime with iodine. 
The conductivity of this sample could then be measured to 
see if successful doping and prevention of Peierls distortion 
has occurred.  

Future work should also be to characterize the metal-
radical complexes for manganese and cobalt, as well as for 
the boaDTDA radical.  

Over this two-semester project, the student has been 
able to learn the synthesis of DTDA radicals and metal pre-
cursors. Also, the techniques for PXRD and DSC have been 
employed by the student to some measurable amount of 
success.  

One concern for this work is the sample size; since mg 
quantities were used for the preparation of the ground 
samples with iodine, the error with regards to molar ratio 
is high. Future work should be directed to make larger 
quantities of these ground materials, and to try and distin-
guish the difference between using different amounts of io-
dine (for instance, what happens when 4 equivalents of io-
dine is added instead of 1?).  

If crystalline samples of the doped Ni-py species are ob-
tained, the PXRD diffractograms have been made available 
by the student for direct comparison to see whether a new 
compound has formed (rather than a simple admixture). 
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